
On the limits of optical interconnects
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The density capabilities of free-space optical interconnects are analyzed by applying Gabor's theory of
information. It is shown that it is possible to increase the space-bandwidth product capabilities of
space-variant interconnect schemes if they have symmetry properties. Several examples of such
symmetries (locality, separability and smoothness) are discussed in detail, together with some experimen-
tal results.

I. Introduction

Free-space optical interconnects are attractive for
both analog and digital-optical computers because of
their low cross talk, high bandwidth, and parallel
operation. A key criterion for the usefulness of such
interconnects is their space-bandwidth product (SBP)
capability. This criterion determines, to a large
extent, the computational performance of an optical
computer, and therefore has been investigated in
some detail. 15 These investigations showed that for
an input containing N distinct resolution cells (pixels)
the required number of degrees of freedom is N2 in
the space-variant case, whereas it is only N in the
space-invariant case.5 Since, according to Gabor's
information theory, the total number of degrees of
freedom for any optical system is governed by its size6
the SBP capabilities of space-variant interconnects
are far lower than those of space-invariant ones.

Here we introduce interconnects with certain sym-
metry properties that cannot be classified as either
wholly space-variant or wholly space-invariant. In
accordance with Gabor's theory of information6 we
show how these symmetries can be exploited so as to
improve the SBP capabilities of interconnects. We
begin by presenting the basic relations that are useful
for analyzing interconnects with symmetry proper-
ties, and the present interconnects with three types of
symmetries, namely locality, separability, and smooth-
ness. The analysis is applicable both to continuous
(analog) as well as to discrete (digital) interconnect
schemes, although continuous notation is used to
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describe the interconnects throughout this paper.
Here the interconnect arrangements can be regarded
as optical coordinate transformation. 7

II. Basic Relations

A basic relation of Gabor's theorem on light and
information6 indicates that any linear optical system
has a finite number of degrees of freedom F, which is
expressed by

F = A/X 2, (1)

where A is the area of the optical beam, fl is the solid
angle of the beam spread, and X is the optical wave-
length. Several constant factors of the order of 1,
that depend on the particular implementations may
be added to Eq. (1); for example, a constant factor of 2
(or 4) should be added to the right side of Eq. (1) in
cases in which phase (and polarization) are exploited
for information coding. Such constant factors are
therefore omitted in our equations.

The amount of information (in bits) that may be
carried in each degree of freedom is given by
log2(1 + sn), where sn is the signal-to-noise ratio.
The physical origin of Gabor's theorem is diffraction.
Any attempt to increase the resolution of an informa-
tion cell beyond the limits imposed by diffraction is
accompanied by a corresponding exponential decrease
in the s/n ratio so as to maintain the total informa-
tion capacity consistent with Gabor's theorem.
Typical examples that show such a behavior are super
resolutions and near-field microscopy.9 In the con-
text of interconnect configurations, we thus should
seek an approach for increasing the information
capacity of interconnects by enlarging the number of
available channels without a corresponding decrease
in the s/n ratio.

Now the number of degrees of freedom of an optical
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interconnect system may be intuitively expressed
as4 5

F = MN, (2)

where N is the number of pixels that are transformed
by the system (the SBP), and M is the number of
different types of operation or, equivalently, the
number of different point-spread functions.10 The
concept of a type of operation is central for under-
standing the limitations imposed on optical intercon-
nects and is explained in some detail below. Here we
illustrate it with a simple example in which we
compare wholly space-variant and wholly space-
invariant linear optical operations.

Space-invariant linear optical operations, such as
simple imaging, may be described mathematically as
a convolution of the light amplitudes at the input
with some point-spread function that is independent
of the input coordinates. The same operation is
performed on each pixel in the input, so the number
of types of operation is M = 1. In computation
theory this kind of interconnect operation is referred
as cellular automata." The SBP, according to Eqs.
(1) and (2), is then N = Afl/X 2, in agreement with the
SBP of an aberration-free imaging system. On the
other hand, a general space-variant linear optical
operation is described as an integration of the light
amplitude at the input multiplied by a kernel that is a
function of both the input and the output coordi-
nates.5 Here a different type of operation is per-
formed on each pixel in the input, so the number of
types of operation becomes M = N. The resulting
SBP is then the square root of that for space-
invariant operations.5 This simple example explains
why the value of the SBP for high-quality imaging
lenses is typically several thousands in each spatial
dimension, whereas that for space-variant intercon-
nect schemes is usually less than a hundred.

In general, however, M may take an intermediate
value between 1 and N. For example, two-dimen-
sional perfect shuffle and inverse transformations
involve M = 4 different types of operation, 2"l3 and,
strictly speaking, are regarded as space-variant opera-
tions. Nevertheless, the fundamental limit on the
SBP capabilities is N = F/4, which is much greater
than the N = F1/2 limit for a general space-variant
operation. Of course, only optical implementations
that take advantage of the degeneracy of the opera-
tion can actually reach the improved limit.12"13 Other
implementations that treat the perfect shuffle and its
inverse as regular crossbar transformations14 are still
restricted by the much lower F1/2 limit.

Below we present several examples of possible
symmetries in optical interconnects. For each sym-
metry we determine the limits of the possible SBP
capabilities, and illustrate actual optical implementa-
tions that may achieve these limits.

III. Locality

Consider a coordinate transformation (CT) for a
two-dimensional function t(x, y) of the form

t(x, y) - t[u(xy), v(x, y)], (3)

where u(x, y) and v(x, y) are the new coordinates.
In the discrete case such a CT corresponds to an
interconnect scheme with a fan-out of 1, which is also
referred to as the optical crossbar. An optical imple-
mentation of such a CT, which was first suggested by
Bryngdahl,7 included a holographic optical element
(HOE) and a Fourier transform lens between the
input and the output. The SBP capabilities of this
implementation, in which a paraxial approximation is
used, are given as15

N=-,
Xf#

(4)

where f# is the focal number of the lens. For a
square aperture f#-2 corresponds to the solid angle fl
of Eq. (1) in the paraxial case, and Eq. (4) essentially
gives the expected SBP for a general space-variant
operation.

So far we have made no assumption on the proper-
ties of the CT. Specifically, global connectivity was
allowed, and any pixel in the input might have been
transformed to any pixel in the output. We now
consider transformations that allow local connectiv-
ity only. We define the amount of local connectivity
by a dimensionless number q,

11 = Amax/D, (5)

where max = [(u - x)2 + (v - y) 2 ] 1
/
2 is the maximal

lateral displacement of the CT, and D is a typical
width of the input; for a square input D = C. A CT
with local connectivity of can transform each pixel
in the input to only one of the 2N pixels in the
output, where N is the total number of pixels to be
determined. Thus the number of different types of
operation is now

M= 2N. (6)

To find the SBP capabilities of this CT we resort to
Gabor's theorem. Incorporating Eq. (6) into Eq. (2)
yields the maximal SBP as

N= 1. (7)

For CT's with global connectivity -i = 1, the SBP
capabilities of Eq. (7) reduce to that of a general
space-variant optical operation. On the other hand,
for CT's with highly localized connectivity q << 1 the
SBP capabilities are improved considerably. Note
that Eq. (7) holds for > F-1 2 only; for smaller
values of q the system may be considered as space
invariant, and its SBP capabilities are determined by
Eq. (1) with N = F.
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Recently we presented an improved optical imple-
mentation for achieving the transformation of Eq. (4)
(see Ref. 15). No Fourier transform lens was needed,
and the locality of the CT was exploited to decrease
the distance between the input and the output planes,
and thereby to decrease the minimal pixel size. On
the grounds of the diffraction theory, we calculated
the SBP capabilities of our implementation and found
that they were equal to the fundamental limit im-
posed by Eq. (7). A similar approach was also sug-
gested by Feldman et al.

3 and applied by them to the
basis set configuration.

IV. Separability

We now consider another possible symmetry in two-
dimensional CT's, namely, separability between the x
andy dimensions. A separable CT may be expressed
as

t(x, y) - t[u(x), v(y)]. (8)

This transformation can be separated into two stages,
with only one spatial coordinate being transformed in
each stage. We present an optical implementation
for the first stage only, t(x, y) - tu(x), y]; the second
stage may be implemented by an identical optical
arrangement that is placed in cascade with the first.
Here there is a degeneracy among all the pixels that
have the same x coordinate. Therefore, the number
of different types of optical operation is only m = N.
Incorporating this value into Eq. (2) yields the maxi-
mal SBP capabilities for the separable CT as

I f , f

r
INPUT OE1

LENS
HOE 2

LENS
OUTPUT

Fig. 1. Optical arrangement for implementing the first stage of a
two-dimensional separable CT.

gratings in the other subholograms. Thus the first
step of the optical arrangement encodes the columns
of the input and directs all the pixels within each
column to the same location in the Fourier plane (in
our case these locations are arranged as a square
matrix). Thus the entire Fourier plane can be fully
utilized. This encoding may be viewed as an exten-
sion of Lohmann's theta modulation concept,16 in
which only the orientation of the grating is changed
from one subhologram to the other.

The second hologram, which is located in the
Fourier plane of the input, is also composed of AN
subholograms, but these are arranged in a square
matrix of (N)"14 x (N)"14. Each of these subholo-
gram transforms a column x0 from the input into a
column u(x0) at the output. Thus the grating func-
tions of the subholograms are linear, with the form

27r u(xo) -x0

X(Xf, Yf) = -- f f (10)

N= F213 (9)

For optical systems with many degrees of freedom,
the increase from the power of 1/2 for general CT's to
the power of 2/3 for separable CT's offers a substan-
tial improvement. For example, with a 5 cm x 5 cm
input and visible light (X = 0.5 kim), the number of
degrees of freedom is F 1010. Here, the SBP
capabilities increase because of separability by a
factor of 50.

In order to achieve the SBP capabilities of Eq. (9), it
is necessary for the optical implementation to exploit
the degeneracy of the CT. Thus the first stage of the
CT of expression (8) is separated into two steps (a
total of four steps for the whole CT). In the first step
the input is divided into M = Ngroups, each needing
the same kind of operation. Then, in the second
step, the operation is performed simultaneously on all
the pixels within each group. This may be done with
the optical arrangement shown schematically in Fig.
1. The operation of each step is performed with a
HOE and a Fourier lens. The input, the Fourier,
and the output planes are all assumed to be squares
with a size of D x D.

The first HOE is composed of V/N subholograms,
each of which is located adjacent to one column on the
input; the size of each subhologram is D x D/N.
Each subhologram comprises a linear grating with a
period and an orientation that is different from all the

where (xf, yf) are the coordinates at the Fourier plane,
and f is the focal distance of the Fourier lens.

The optical arrangement of Fig. 1 was tested
experimentally for performing a one-dimensional log-
arithmic CT on a two-dimensional input, as given by

t(x, y) -> t[x, (y + n x)]. (11)

For the purpose of clarity, the columns of the input
were shifted vertically instead of horizontally, as
would be required by expression (8). The input was
a 20 mm x 20 mm transparency that contained a
matrix of 64 x 64 square black transparent pixels
(N = 4096), and the focal distances of the two lenses
were 560 mm. The HOE's were recorded as Lee-
type computer-generated holograms'7 and the illumi-
nation source was an argon laser ( = 514.5 nm).
An off-axis linear term was added to the grating
function of both HOE's in order to separate the first
diffraction order from the undesired ones. The re-
sults of the experiment are shown in Fig. 2. It shows
the output with two separate images representing the
zeroth and first diffracted orders of the second HOE.
The left image (the zeroth order) is simply the
telescopic image of the input, while in the right image
(first order) the columns are indeed shifted vertically
(the y direction) by a distance proportional to the
logarithm of x. As is evident, the pixels in each
image, although distorted somewhat by the transfor-
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Fig.,2. Experimental results of a one-dimensional logarithmic CT
on a two-dimensional input. The telescopic image of the input is
shown 'on the left and the corresponding transformed output is
shown on the right. The actual size for all is 20 mm x 20 mm.

mation, are still clearly separated and well defined.
The SBP that is demonstrated here is 4096 pixels,
which is not far from the fundamental limit of 6000
pixels, as derived from Eqs. (1) and (9).

V. Smoothness

In the sections above we illustrated how to improve
the SBP capabilities of optical interconnects by exploit-
ing the symmetries of the interconnect pattern. In
the examples given, the symmetries were obvious and
the amount of degeneracy (the ratio between the
number of pixels N and the number of different types
of optical operations M) was easily determined. Spe-
cifically the concept of a type of operation was inter-
preted as the lateral displacement between the pixel's
location in the input and its location in the output.
However, it may also be possible to exploit less
obvious symmetries, or, in other words, less obvious
basic types of optical operation. We illustrate such
possibilities by considering the smoothness of the
interconnect as a kind of symmetry, and a uniform
magnification combined with lateral displacement
(off-axis imaging) as a basic type of optical operation.
For simplicity we present one-dimensional transfor-
mations, but the procedure can be readily extended to
two-dimensional transformations.

Consider the one-dimensional CT of t(x) - t[u(x)],
where the input and output are defined over the
section (0, D). It is convenient to express u(x) as

u(x) = Duo(x/D), (12)

where the dimensionless function u transforms the
section (0, 1) upon itself. A possible arrangement
for performing the transformation is schematically
shown in Fig. 3 It includes two stages. The first
stage divides the input into sections with size A (to be
determined later), and images each section (x0, x0 + A)
to a section [u(x0), u(x + A)] in a linear approxima-
tion to the desired transformation u(x). Note that
the shift and magnification are uniform for each
section (although these differ from one section to
another); hence, the optical operation on each section

X=D

X=XO +A

X=o
INPUT CORRECTING OUTPUT

HOE
Fig. 3. Optical arrangement for implementing a one-dimensional
smooth CT. Some oftherays that emerge from section (xo, xo + A)
are shown.

is space invariant. The maximal deviation between
the linear transformation of the first stage and the
desired nonlinear one u(x) may be approximated by
the second term in a Taylor series, which is given by

Uo"A2

a 2D ' (13)

where u0" is the maximal second derivative of u and
higher derivatives were neglected. This deviation
may be referred to as the aberration in the CT that
results from the first stage.

In the second stage the aberrations of the first stage
are corrected by exploiting a space-variant, but highly
localized, CT. Such a localized CT can have high
SBP capabilities, as explained in Section II.

To determine the SBP capabilities of the entire CT
we begin by calculating separately the minimal pixel
sizep that may be transformed by each stage without
degradation. In the first space-invariant stage the
regular diffraction limit relation gives the minimal
pixel size as

Pi f# = Xf/A D/A, (14)

where the focal distance of the imaging system f was
assumed equal to D. In the second space-variant
stage the minimal pixel size is15

P2 [X(SU)]1/ 2 = A /2. (15)

The optimal section size A is found by taking the
derivative of (p, + P2) with respect to A and setting
the result to zero to yield

.Pt = X114D314( /2UO") -1/4 (16)

Finally, the SBP capabilities are found by combining
the results of approximations (14) and (15) with Eq.
(16) to yield

N = D/(p + P2) = -3/4D3/4(i/2uot)-1/4

(17)
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Approximation (17) implies that, up to a constant,
the SBP capabilities of the proposed two-stage optical
implementation of Fig. 3 have a power dependence of
3/4 in F, instead of a power dependence of only 1/2
for a general space-variant operation. Moreover the
SBP capabilities are inversely proportional to the
second derivative of the (normalized) CT function u0".
This indicates that smoothness is indeed the symme-
try that is exploited here, and CT's that are almost
linear with low second derivatives should have higher
SBP capabilities then those with high second deriva-
tives. Of course the SBP capabilities cannot exceed
F, so approximation (17) is valid only as long as the
second derivative of the CT is not smaller than 2/F.

VI. Concluding Remarks

The SBP capabilities of free-space optical intercon-
nects were analyzed by applying Gabor's theory of
information. It was shown that it is possible to
exploit symmetry properties in order to increase the
SBP capabilities. Two examples of obvious symme-
tries, locality and separability, were presented along
with experimental results. Another less obvious sym-
metry, that of smoothness, was also described. We
believe that the concept of the different types of
operations could be further extended to include more
hidden symmetries of the interconnect schemes and
more sophisticated optical operations. This should
lead to more efficient optical interconnect architec-
tures that would be more suitable for optical imple-
mentation.
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